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Abstract

The spiking response of a primary visual cortical cell to a stimulus placed within its receptive field can be up- and down-regulated

by the simultaneous presentation of objects or scenes placed in the ‘‘silent’’ regions which surround the receptive field. We here

review recent progresses that have been made both at the experimental and theoretical levels in the description of these so-called

‘‘Center/Surround’’ modulations and in the understanding of their neural basis. Without denying the role of a modulatory feedback

from higher cortical areas, recent results support the view that some of these phenomena result from the dynamic interplay between

feedforward projections and horizontal intracortical connectivity in V1. Uncovering the functional role of the contextual periphery

of cortical receptive fields has become an area of active investigation. The detailed comparison of electrophysiological and psy-

chophysical data reveals strong correlations between the integrative behavior of V1 cells and some aspects of ‘‘low-level’’ and ‘‘mid-

level’’ conscious perception. These suggest that as early as the V1 stage, the visual system is able to make use of contextual cues to

recover local visual scene properties or correct their interpretation. Promising ideas have emerged on the importance of such a

strategy for the coding of visual scenes, and the processing of static and moving objects.
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1. Introduction

The receptive field of a visual neuron is classically

defined as the region of retina, or of visual space, within

which the presentation or the extinction of impulse-like

stimuli, such as light or dark spots, evokes action

potentials (classical receptive field, CRF) [53]. In pri-

mary visual cortex (V1), neurons have been shown to

have very localized CRFs, and to be selective to the

orientation of the object presented in this region. By
definition, stimuli falling in the surrounds of the CRF

are not sufficient for driving spiking responses. In

functional models of visual processing, this region is

thus usually ignored.

However, it has long been known that the CRF is an

incomplete description of the area of space to which

neurons have access. In particular, it was observed that
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when multiple objects or natural scenes are shown,

stimuli placed outside the CRF can modulate the
activity evoked by the stimulus placed within the CRF

[37,39]. Surprisingly little importance was attached to

these so-called ‘‘center/surround’’ modulations, which

tended to be regarded as minor determinants of physi-

ological response properties. The last decade has seen a

resurgence of interest for these phenomena, with a pluri-

disciplinary effort involving physiological, psychophys-

ical and theoretical studies. Important progress has been
made and there is now a growing sense that these con-

textual influences may be of fundamental importance in

understanding the operation of visual neurons.

Here, we review a number of experimental and the-

oretical findings related to center/surround (C/S) mod-

ulations in V1. Section 2 provides an overview of the

electrophysiological data describing these effects. Sec-

tion 3 then presents the different theoretical attempts
that have been made to describe these phenomena in a

unified framework, to identify their underlying circuits

or to explore their functional implications in the repre-

sentation of visual information. C/S modulations are

often interpreted as the physiological correlates of a

number of psychophysical results showing that the
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perception of an object depends on the spatial context in
which it is embedded [47,55]. In Section 4, we describe

the analogies that motivate this parallelism and discuss

the validity of the models that were designed to bridge

physiology and psychophysics. Finally, based on the

recent experimental exploration of the dynamics of C/S

modulations at the synaptic level using intracellular

recordings and optical imaging in vivo, we show that

their influence may not be limited to the processing of
static contours: C/S modulations can be expected to

affect––or could even possibly support––the processing

of moving signals.
2. Center/surround modulations of the spiking response of

V1 cells

2.1. Suppressive interactions

Hubel and Wiesel [62,63], on the basis of single unit

extracellular recordings, had observed that some cells of

cat areas 18 and 19 were selective to the length of an

optimally oriented bar. For these cells, most of which

had a complex receptive field, extending the bar in one

or both directions beyond a critical length caused a
marked fall-off of the spiking response, or even its

complete suppression. They named ‘‘hypercomplex’’ the

cells showing this property. Later studies revealed that a

large number of cells in cat area 17 and monkey V1,

whether they were simple or complex, were also sensitive

to the length of the stimulus and that a similar effect was

observed when the width of the stimulus (or number of

cycles in the case of sinusoidal luminance modulation
gratings) was varied. These properties––now usually

termed ‘‘end-stopping’’ and ‘‘side-inhibition’’––are sup-

posed to be due to the presence of inhibitory regions

outside the CRF, along the preferred orientation axis

(‘‘end-zones’’) and on its flanks (‘‘side-bands’’). They

can be viewed as the first type of C/S modulations to be

described in V1.

More recent studies have extended these explorations
by (i) using a variety of stimuli in the center and the

surround of the CRF (a single bar, rectangular or cir-

cular grating of increasing size; or two or more simul-

taneous stimuli in the center of the CRF and at various

positions of its surround), (ii) systematically varying the

parameters of the stimulation (contrast, orientation,

spatial frequency etc.). They have come to the follow-

ing conclusions: C/S modulations are observed for a
majority of V1 cells. In most cases, as in the example

shown in Fig. 1A, the presentation of a surround stim-

ulus results in a suppression of the spiking responses to

the center stimulus. Electrophysiological studies have

found that 56% [159] to 86% [128] of cells in cat V1 and

more than 90% [71] in monkey V1 show significant

suppression when increasing the diameter of a central
grating beyond the CRF, or adding to the central
grating a large annular iso-oriented surround. In many

cells, the observed suppression is strong: recent studies

indicate that 38% of cells are suppressed by more than

40% in cat [159] and 40% of cells by more than 70% in

monkey [71]. Similar effects are found when the sur-

round is composed of a texture of oriented bars (mon-

key: [81,103], cat: [78,79]). The diameter of the region

comprising both the CRF and modulatory surround is
estimated to be at least 2–5 times larger than the CRF

[89,93]. Simple and complex cells exhibit similar C/S

modulations, and these phenomena seem to vary little

with the laminar position of the recorded cell [10,70,71,

159].

The positions of the surround that are able to induce

a marked suppression of a given cell’s activity are often

limited to a specific spatial area. The most sensitive
surround regions greatly vary from cell to cell, and are

often asymmetrically positioned around the CRF

[10,38,71,158]. In cat area 17, the most suppressive re-

gions are most often found along the preferred orien-

tation axis, at one of the ‘‘end-zones’’ of the receptive

field [38].

Furthermore, the surround is highly sensitive to the

characteristics of the test stimulus, with a selectivity that
is often similar––but broader––than that of the CRF

[30,89]. The modulations are generally maximal when

center and surround stimuli have the same orientation

[30,81,88,89,128,134,158], and decrease or disappear

when the relative orientation of the two stimuli is in-

creased, although this rule is not rigidly followed

[76,88,110,128]. Similarly, maximal effects are found for

stimuli of similar spatial frequencies [30,89,158] and
speeds [89]. Whether this ‘‘similarity’’ rule also applies

to motion direction (monkey: [71,88]) is yet unclear,

especially in cat [30,89,158]. It has also been noted that

these effects are not sensitive to the relative phase of the

center and surround stimuli [30,88]. Their amplitude

increase almost linearly when the contrast of the sur-

round increases [30,158]. Finally, these effects often de-

crease but do not disappear for dichoptic presentation
of the center and surround. These various features

suggest that these phenomena have a dominant cortical

origin taking place after binocular integration of visual

input [30]. Surround suppression differs in this respect

from cross-orientation suppression elicited within the

CRF, which is blocked when the test and the mask are

seen through different eyes.

2.2. Facilitator interactions

Facilitatory modulations have also been reported in a

number of studies. In most cases, they appear for dis-

crete surround stimuli (bars, Gabor patches) presented

at the ‘‘end-zones’’ of the CRF. The contrast of the

center stimulus relative to the cell’s contrast threshold



Fig. 1. (A) Example of surround suppression in one cell of cat area 17. (1) Response to an optimal drifting grating placed in the CRF. (2) Influence of

the most sensitive modulatory region, here located at an oblique position of the surround, on the response to the central stimulus. (3) Influence of an

annular surround. (4) Response to the surround stimulus alone. Reproduced from Walker et al. [158]. (B) Contrast-response functions of a single cell

in cat area 17 when only a target is shown (filled circles) and when it is flanked by two other collinear Gabor elements (open circles). The cell response

is facilitated at low contrast and suppressed at intermediate and high contrast. Reproduced from Polat et al. [110]. (C) Facilitation for cross-oriented

configurations (orientation contrast selectivity). Orientation tuning of one simple cell of macaque monkey V1 (layer IVB) in response to a central

drifting grating alone (contrast: 36%, outer diameter¼ 1�) and a surround grating alone, and influence of the surround orientation when the central

grating is shown at the cell’s preferred orientation. Reproduced from Sillito and Jones [135].
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then appears to control the sign of the modulation (cat:

[100,110,128,150], monkey: [88]). For many cells (�30%

in cat [26]) a single surround stimulus can facilitate the

responses to a threshold or low-contrast center stimulus,

and suppress the responses to a high-contrast center

stimulus. This sign-switching behavior is illustrated in

Fig. 1B. Maximal modulations are generally observed
when center and surround stimuli are iso-oriented and

co-aligned (cat: [26,102,110], awake monkey: [74,76,81]).

They decrease when the spatial separation between the

center and surround patches increases, but can still be

observed for distances of up to 12� of visual angle in

some cases [100].
As mentioned above, surround suppression is usually

stronger when the surround stimulus is presented at the

same orientation as the center stimulus. Thus, compared

to iso-oriented surrounds, surrounds that are orthogo-

nal to the center stimulus usually induce a relative

facilitation of the response. In some cases [72,134],

however, it has been found that cross-oriented sur-
rounds could even induce a net facilitation of the test

response. In this case, as illustrated in Fig. 1C, the re-

sponse is enhanced by the surround beyond the maximal

level evoked by an optimal center alone. This effect

could be maintained even for non-preferred orientations

of the center stimulus, suggesting that it was sensitive to
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the ‘‘T’’-type configuration of the stimuli, or the ‘‘ori-
entation contrast’’ between the two stimuli, and not to

the absolute orientation of the surround or its shift

relative to the preferred orientation of the cell. This ef-

fect was observed in simple and complex cells that are

suppressed by an iso-oriented annular surround, inde-

pendently of their laminar position. It seems to be

preferentially observed at high contrast of the center

stimulus, a moderate contrast center often giving rise to
suppressive interactions for all orientations of the sur-

round [88,134].

2.3. Beyond the firing rate

In general, physiological studies of C/S modulations

have focused on the influence of the surround on the

recorded cell’s mean firing rate. Interestingly, a few
studies have documented modulations of other aspects

of the response. First, it has been observed that the

orientation preference could shift, or that the orienta-

tion tuning shape could change, when surround stimuli

are present [17,49]. Moreover, facilitatory interactions at

threshold contrast have been found to be accompanied

by a decrease in trial-to-trial variability [77]. Finally,

there is some evidence showing that the temporal
dynamics of the response can be modulated by surround

stimulation [10] (see Section 5).

2.4. Diversity and controversies

Taken together, published studies on C/S modula-

tions report a diversity of behaviors which are often

difficult to interpret and reconcile. These discrepancies

can be explained by a number of factors.

1. They seem to partly derive from differences in the

characteristics of the stimuli that have been used

(localized vs large annular surround; contrast level
of the center stimulus, relative orientation of the cen-

ter and the surround stimuli etc.). In particular, it

seems that localized surrounds are more likely to

evoke facilitation than large surrounds, specially

when the central stimulus is presented at low con-

trast.

2. How the size of the CRF is defined differs among

studies. Two methods are classically used: the mini-
mum discharge field (MDF) and the spatial summa-

tion field (SSF). The MDF estimates the extent of

the excitatory influence by selecting the regions in

which a small edge or bar of light elicits a spiking re-

sponse from the neuron. By contrast, the SSF esti-

mates the region of summation by using patches of

drifting gratings of increasing diameter. It corre-

sponds to the smallest stimulus diameter at which
the evoked response stops increasing. The MDF

can be viewed as the ‘‘peak of the iceberg’’ in a neu-
ron’s cortical sensitivity profile [16]. When one moves
away from this region, sensitivity to impulse-like

stimuli declines to subthreshold activation below the

spike initiation level. Because SSF measurements in-

clude parts of this large region of subthreshold excita-

tion, the SSF receptive field diameter is usually more

than twice that of the MDF [23,159]. As a conse-

quence, a number of facilitatory regions, that appear

to be outside the CRF using the MDF assessment,
seem to lie within the CRF when using the SSF mea-

surement, leaving mostly suppressive influences out-

side the defined center region [23,38,159]. Some

authors, however, have demonstrated that facilita-

tory effects can be elicited from regions beyond the

summation field [74,100,134]. Further complications

arise from the fact that the size of the summation field

is not a rigid entity, but depends on the stimulus con-
trast [75,123] (see Fig. 1B) and the level of cortical

adaptation [23].

3. C/S modulations have been shown to be sensitive to

the level of anesthesia, and brain EEG [86,166],

and, for the awake animal, to be dependent on at-

tentional factors [67], which might differ between

studies.

4. There may exist important interspecies differences.
For example, recent data show that surround sup-

pression is stronger in monkey than in cat [71]. More-

over, the facilitatory modulations for orientation or

direction contrast that have been reported in monkey

[71,134] do not seem to be present in cat [159].

5. Finally, as the above explanations cannot account for

the variability from cell to cell that is generally re-

ported under identical experimental conditions (see
e.g. [26,88,158]), it has been proposed that the latter,

and some of the observed diversity, could be related

to the position of the recorded cells in the orientation

map [29,129] and the local context of the cortical con-

nectivity in which they are embedded.

2.5. Possible anatomical substrate

Although the incidence of certain types of facilitatory

interactions is still controversial, the fact that V1 cells

receive information concerning relatively distant regions

outside their CRFs is indisputable. Where does this

influence come from? Through what type of anatomical

projections does it travel?

The spatial extent of these interactions suggests that

they cannot be conveyed by divergent thalamo-cortical
inputs and thus cannot be simply described within a

‘‘feedforward’’ framework. Indeed, the estimates of the

divergence of thalamo-cortical axons limit the spread to

less than 2 mm (2� in the cat). The sensitivity of C/S

modulations to stimulus orientation and direction, as

well as the fact that they persist for dichoptic presenta-

tion also support a cortical origin.
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Most existing models thus assume that they are
mediated by the network of intrinsic horizontal connec-

tions observed in V1 layers 2/3. These long-range pro-

jections originate from pyramidal cells and can link

regions over several millimeters (cat: [48,80,95]; tree

shrew [13]; monkey: [5,138]). They seem well suited to

explain the orientation and position selectivity of C/S

modulations, as they tend to connect cells with similar

orientation preferences, and more specifically, cells
whose receptive fields are topographically aligned along

an axis of collinearity for distance beyond 700 lm (in

cat: [124]; tree shrew: [13,27]; monkey: [138], but see the

study of [6] in macaque monkeys). Furthermore, they

contact both excitatory and inhibitory cells, thereby

potentially mediating both long-range monosynaptic

excitation and long-range disynaptic suppression [98,

151,152].
However, feedback connections from extra-striate

areas (e.g. V2, V4, TEO, MT) could provide an alter-

native or additional substrate for these effects. Indeed,

feedback connections are known to modulate V1 activ-

ities by controlling the response gain of their target

neurons [132]. The inactivation of V2 or MT, for

example, leads to a decrease of V1 responses [99].

Moreover, since neurons within these ‘‘higher’’ areas
have much larger CRFs than V1 neurons, they can

convey information from large subregions of the visual

field (the projections from V2 to V1 in monkey can

convey information from a region 5–6 times larger than

that covered by a V1 CRF [6]). Similar to horizontal

projections, their distribution is ‘‘patchy’’. It has been

suggested that they also link points of like-orientation

preference [6,50] (but see [146] for an opposite result)
and, in the macaque, cover anisotropic parts of visual

space [6].

The respective role of each type of connections is

currently debated. Two types of results support the

participation of feedback projections:

• First, when the retino-cortical magnification factor is

taken into account, the spatial scale of horizontal

projections, contrary to that of feedback projections,
seems insufficient to account for the full dimensions

of the surround modulatory field, at least in monkey

cortex [6,23]. The relative extent of horizontal and

feedback projections is however still a matter of dis-

pute [6,146].

• Second, it has been shown in the same species that the

inactivation of area MT reduces the suppressive influ-

ence of surround motion stimulation in V3, V2 and
V1 neurons [66].

On the other hand, several observations minor the

importance to be given to the feedback control exerted

on V1 by higher-order areas and support the implication

of intracortical ‘‘horizontal’’ connectivity:
• Inactivation of V2 does not seem to affect response
modulations by static texture surrounds in V1 neu-

rons [64].

• Second, the network of horizontal connections seems

to be an order of magnitude denser than the feedback

projection [146].

• Finally, these two pathways have been shown to dif-

fer in their temporal dynamics. In vivo intracellular

recording of visual cortical neurons during subtres-
hold processing of lateral input have demonstrated

that horizontal projections, whose axons are often

unmyelinated, are characterized by a slow conduction

velocity [16,25] (see also Section 5). On the contrary,

feedback connections have been shown to be extre-

mely rapid in their conduction time, and to act within

a few ms on the early part of V1 responses [65]. This

contradicts the naive assumption that the ‘‘top-
down’’ influences of feedback projections should

occur with a marked temporal delay. It also provides

additional support for the participation of horizontal

connections, whose slow conduction velocity well

matches the dynamics of the lateral spread of sublim-

inar activity evoked by the activation of the surround

[16,51,119].

It seems likely that both types of connections play a
role in C/S modulations: horizontal connections would

serve the closest interactions, i.e. those lying within

the summation field, and underlie contrast-dependent

changes in SF size, while feedback projections would

mediate modulations from the far surround [6,17,23,27].
3. Theoretical models of center/surround modulations

C/S modulations challenge our understanding of V1

function and circuits. They reveal that V1 CRFs do not

function independently of one another but interact in a

highly nonlinear way. This implies that the character-

ization of all individual CRFs is not sufficient to deduce

how neurons collectively represent visual information,

and thus that current models of sensory processing need
to be revised. At the theoretical level, we would like to

be able to answer three types of questions:

• What is the informational operation, or input-output

transformation performed by single V1 cells when a

central stimulus and a contextual surround are simul-

taneously presented?

• How do these non-linear phenomena emerge from

the known properties of V1 cells and circuits?
• What is the computational role of C/S modulations

in visual processing?

These issues have been respectively explored using

three different levels of models: (i) ‘‘phenomenological’’
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(or ‘‘functional’’) models which aim at characterizing
the response properties within the context of a visual

information processing algorithm, (ii) ‘‘structural’’

models which aim at characterizing the biophysical

neural mechanisms that are responsible for the physio-

logical data, and (iii) ‘‘optimized’’ model that try to

predict the physiological data from an optimized strat-

egy of visual coding.

3.1. Phenomenological models of surround suppression

Focusing on surround suppression, different authors

[23,122,123] have tried to describe the properties of the

‘‘extended’’ receptive field (ERF, which represents the

topological union of the classical receptive field and its

surround) in a unified phenomenological framework.

Sceniak et al. [122,123] have proposed that the ERF
could be viewed as a single entity––described by a

difference of Gaussian (DoG) model composed of

2 overlapping mechanisms, interacting subtractively.

In this model (Fig. 2A), a first Gaussian (Lc), repre-

sents the excitatory contribution of the CRF center and

can be assumed to correspond to the envelope of a

Gabor function representing the CRF’s spatial structure

[73], while the second Gaussian (Ls), centered at the
same position, describes the suppressive contribution of

the surround. The response of a neuron to a circular

grating of radius x is then given by a function of the

form:

RðxÞ ¼ KcLcðxÞ � KsLsðxÞ ð1Þ

where Kc and Ks are the gains of the center and surround

mechanisms; Lc;sðxÞ ¼
R x=2
�x=2 e

�ð2y=rc;sÞ2 dy and rc and rs

represent the spatial extent of the center and surround
components.
Fig. 2. (A) The Difference of Gaussians (DoG) and Ratio of Gaussians (RoG

both models, the envelope of the CRF and the suppressive surround are mode

DoG model assumes that the center and surround mechanisms interact linearl

(B) Example of spatial summation for one neuron in macaque monkey V1 a

patch of sine-wave grating at the cell’s preferred orientation and spatial and

eliciting the maximum response for each contrast level. The smooth curves we

of the summation field when contrast decreases can be accounted for by an in

for more details). Reproduced from [123].
Other authors have questioned the fact that center
and surround mechanisms could interact linearly [23].

Indeed, it has been observed that the way a neuron’s

contrast response is changed by stimulating the sur-

round can be better described by a vertical scaling of the

curve in log-linear coordinates (a change in response

gain, corresponding to a divisive mechanism) rather than

by a simple downward shift and thresholding of the

curve, which would correspond to a subtractive mech-
anism (see Fig. 3).

Cavanaugh et al. [23] have thus proposed an alter-

native model based not on the difference of two Gaus-

sians, but on their ratio (RoG). The response to a

circular grating of radius x is then given by a function of

the form:

RðxÞ ¼ KcL0
cðxÞ

1þ KsL0
sðxÞ

ð2Þ

where

L0
c;sðxÞ ¼

Z x=2

�x=2
e�ð2y=rc;sÞ2 dy

 !2

:

Interestingly, this proposal can be viewed as a extension

of the standard normalization model [3,54] to account

for surround phenomena (see also [26,126], and in psy-

chophysical contexts: [105,140,168]). According to the
standard normalization model, the activity of each

cortical neuron is normalized (i.e. divided) by the re-

sponses of a pool of surrounding neurons, chosen

approximately uniformly in a local neighborhood (i.e.

belonging to the same hypercolumn). This suppression is

supposed to be aspecific, or broad in orientation and

spatial frequency selectivities. Such a model can account

for a number of non-linearities observed in the response
to stimuli placed within the CRF [3,54]. The RoG model
) models proposed by Sceniak et al. [123] and Cavanaugh et al. [23]. In

led as two overlapping gaussians of different spatial extent. Whereas the

y, the RoG model suggests that the influence of the surround is divisive.

t low (5%) and high contrast (15%). The visual stimulus was a circular

temporal frequencies. The black arrows indicate the stimulus radius

re fit to the data using the DoG model. With this model, the expansion

crease of the space constant rc (here rc (low)/rc (high)¼ 2.62––see text
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Fig. 3. Possible forms of suppression. The bold curve represents a

neuron’s response to a stimulus placed in the CRF as a function of its

contrast in log-linear coordinates. In theory, there are three ways by

which the response to a stimulus placed in the CRF might be sup-

pressed by the concomitant stimulation of the surround. First, sur-

round influence could induce a horizontal displacement in the neuron’s

contrast response curve (filled dots). This represents a change in con-

trast gain. It does not change the maximal response but effectively

scales contrast sensitivity for the neuron. Second, surround stimuli

could induce a compression of the curve ordinates (empty dots). This

represents a change in response gain: it does not alter the range of

contrasts to which a neuron responds but simply scales responses by a

constantratio at all contrasts. Changes in both contrast gain and re-

sponse gain are divisive forms of suppression. A third possibility is a

subtractive influence from the surround, that reduces responses by the

same amount at all contrasts (- - -). Suppressive effects within the CRF

(such as the phenomenon of cross-orientation inhibition) are known to

be best described by a contrast gain model [22,127], whereas surround

suppression was found to be best accounted for by a response gain

model [23,127].
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extends this description by suggesting that cells res-

ponding to surround stimuli can also contribute to the

‘‘normalization pool’’. Note however that, surround

suppression being selective to the characteristics of the
test stimulus, the cells participating to the surround

normalization pool should not be chosen uniformly, but

more specifically in the regions where the orientation

and spatial frequency preferences are similar to that of

the receptive field [126].

The success of the DoG and the RoG models is due

to their ability to satisfactorily fit experimental sum-

mation curves (Fig. 3). They can also be used to describe
the observed expansion of the size of the RF when

contrast decreases, provided that either the space-con-

stant rc of the central excitatory mechanism [123], or the

gains Kc and Ks of both mechanisms [23,26] change

dynamically when contrast is varied. These phenome-

nological models thus offer a synthetic description of the

main features of surround modulations, which can be

integrated into large-scale analysis of visual processing
and can help understand their functional implications

(see below). However, since they do not specify the

circuits or biophysics by which these functions are

implemented, their explanatory and predictive power at

the physiological level remains limited. The RoG model,

for example, raises a question that is also found in many
other contexts (e.g. [21,24,120]): how can division be
implemented by cortical neurons?

3.2. Modeling the underlying circuits

Uncovering the cortical circuits that could be

responsible for C/S modulations has been the aim of a

second group of theoretical investigations. Stemmler

et al. [144] and Somers et al. [143] have tried to under-
stand how surround facilitation at low contrast of the

center stimulus and suppression at high contrast [110]

can simultaneously emerge in a single network with fixed

cortical connections.

Briefly, these ‘‘structural’’ models describe a few V1

hypercolumns composed of a large number of excitatory

and inhibitory cells. The circuits within each hypercol-

umn are responsible for the properties of the CRF and
the local excitatory/inhibitory balance. At the single-unit

integrative level, both models make the crucial assump-

tion that there is an asymmetry of the functional

threshold and response gain between excitatory and

inhibitory neurons such that, for weak visual inputs,

inhibitory neurons are essentially silent, while, for

strong inputs, the activity of inhibitory neurons rapidly

increases, provoking the response saturation of excit-
atory cells. This gain asymmetry could be due to the

intrinsic spiking characteristics of excitatory and inhib-

itory cells (‘‘regular spiking’’ vs ‘‘fast spiking’’ [97]).

Alternately, it could reflect differences in the efficacy or

in the kinetics of activity-dependent depression between

intracortical excitatory, thalamo-cortical excitatory and

inhibitory synapses [143,148], or different levels of

spontaneous activities for excitatory and inhibitory cells
[144]. Both models then assume that the different hy-

percolumns interact through long-range horizontal

excitatory projections, which preferentially connect cells

with similar orientation tuning and make synapses on

both excitatory and inhibitory neurons. The influence of

the surround can then be described as an orientation-

specific modulation of the local excitation/inhibition

balance.
The behavior of these models can be captured by

simple firing-rate models of a cortical column [34] or

hypercolumn [145], composed of an excitatory popula-

tion and an inhibitory population, both receiving direct

inputs in response to a central stimulus, and additional

excitatory inputs when the surround is activated (Fig. 4;

see also discussion in [39]). They are based on the fol-

lowing simple mechanism:

• When the contrast of the center stimulus is low, the

local inhibitory cells are silent. The excitatory inputs

induced by the activation of the surround are insuffi-

cient to drive them above threshold. However, they

do amplify the responses of the excitatory cells (Fig.

4A).



Fig. 4. (A, B) Cartoon of the mechanism underlying the models of Stemmler et al. [144] and Somers et al. [143] to account for facilitation at low

contrast, and suppression at high contrast, when center and surround stimuli are iso-oriented. (A) When the center stimulus is shown at low contrast,

only excitatory neurons are active, and surround inputs are amplified. (B) When the center stimulus is at high contrast, the response of excitatory

neurons saturates, due to the strong activation of local interneurons. Direct surround inputs on the excitatory population have only a limited

influence. By contrast, surround inputs strongly enhance the response of the inhibitory population, which results in the suppression of the excitatory

response. (C) Cartoon of the mechanism underlying the model of Dragoi and Sur [31] to account for facilitation for cross-oriented center and

surround stimuli. Cross-oriented facilitation is due to the disinhibition of local interneurons, via the activation of another pool of inhibitory neurons

(�), selective to the same orientation as the surround stimulus.
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• When the contrast of the center stimulus is increased,

inhibitory cells become active and provoke the satu-

ration of excitatory cells. In that case, the dominant
effect of the surround is to enhance the activity of

the local inhibitory neurons, provoking a decrease

in the response of excitatory cells (Fig. 4B).
These models provide a possible explanation for the

observed expansions of the size of V1 receptive fields

(SSF) when contrast decreases [75,123]. The spatial
extension of a central stimulus beyond the MDF results

in a progressive recruitment of horizontal interactions.

At low contrast, this leads to a progressive enhancement
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of the response (up to a certain level). At high contrast,
on the contrary, the spatial extension of the stimulus

beyond the MRF results in progressive suppression of

the response. Therefore, these models, like the RoG/

DoG models, suggest that the contrast dependency of

the size of the receptive field is directly related to the

contrast sensitivity of C/S interactions. The mechanism

they propose is also consistent with recent intracellular

data showing that length-tuning is lost at low contrast
[4]. Finally, it is worth mentioning that Somers’ model

predicts that the divisive gain modulation hypothesized

in the RoG model can arise in a network model through

population effects, even when hyperpolarizing (subtrac-

tive) inhibition is used at the level of single cells.

Recently, Dragoi and Sur [31] have developed a dif-

ferent model to account for another ‘‘paradoxical’’ as-

pect of center/surround modulations that previous
models could not explain: the fact that V1 cells can be

facilitated beyond optimal levels when the surround

stimulus is cross-oriented with respect to the center

stimulus, while they are suppressed for iso-oriented

surrounds [88,134]. At the local level, their model (Fig.

4C) assumes that inhibitory cells are broadly tuned and

that inhibitory cells of different orientation selectivities

mutually interact. At the long-range level, and as in the
previous models, surround influences are mediated by

excitatory horizontal connections, that connect prefer-

entially neurons of similar orientation. Suppression for

iso-oriented surround is achieved as before, through the

excitation of the local inhibitory neurons that have the

same orientation preference as the recorded cell. Cross-

oriented facilitation is accounted for by the disinhibition

of these local interneurons, via the activation of another
pool of inhibitory neurons, selective to the same orien-

tation as the surround stimulus (Fig. 4C, see [39] for a

related hypothesis).

These simulation studies provide important new tools

to test the overall coherence of our understanding of V1

neurons and circuits. While often based on the previous

generation of ring or hypercolumn models of orientation

selectivity with which they seek to remain compatible
[15,143,145], they extend them, for example by describ-

ing neural populations and connectivity in cortical space

and distances (vs orientation space and orientation dif-

ferences) and taking into account the topological sin-

gularities of orientation maps.

Ironically, one of the most important predictions of

this new generation of models is that the nature and

selectivity of long-range interactions (between hyper-
columns) should critically depend on the properties of

the local circuits (within the hypercolumn) and excit-

atory/inhibitory balance to which the studied neuron is

submitted to, which varies with orientation and con-

trast. Thus, accounting for surround modulations and

for the local properties of the CRF is not easily disso-

ciable. Because of this, the development of more detailed
models of C/S modulations is hindered by the lack of
consensus concerning the mechanisms responsible for

orientation selectivity [35], or for contrast gain control

[1,143]. Similarly, we can expect that progress in the

understanding of the laminar structure of the cortex, the

diversity of GABAergic cells [52], feedback connections,

or the cortical representation of retinotopic space will

motivate the development of new generations of more

realistic network models.
Surprisingly, most existing models ignore the func-

tional diversity expressed at the single cell level, and are

implicitly based on an hypothesis of cortical homoge-

neity of structure and function. They aim at providing a

‘‘canonical microcircuit’’ that could account for all as-

pects of C/S modulations. However, that such a uni-

versal circuit should exist is not obvious both at the

experimental and at the theoretical levels. Indeed, recent
results show that local circuits exhibit marked hetero-

geneities, depending for instance on their position in the

orientation map [125] or in the different cortical layers

[96]. It is tempting to predict that this heterogeneity

should be reflected in the expression of C/S modulations.

In this context, it is worth noting that the models of

Somers et al. [143]/Stemmler et al. [144] and Dragoi and

Sur [31] are theoretically not incompatible [129]. How-
ever, the model of Dragoi and Sur [31], unlike the oth-

ers, requires that strong connections exist between

(inhibitory) cells of orthogonal, or––at best––oblique

orientations. The existence of such cross-oriented in-

hibitory connections has long been denied [35]. How-

ever, they have recently been characterized at the

synaptic level, using a variety of electrophysiological

techniques to dissect out inhibition from excitation
[101]. They are thought to appear preferentially at cer-

tain positions in the orientation maps, i.e. in the

neighborhood of ‘‘pinwheels’’ where a diversity of ori-

entations is locally represented [29].

One intriguing possibility is thus that the different

local circuits which cohabitate in the orientation map

give rise to different types of C/S modulations. They

would be specialized in the processing of a particular
type of comparison between center and surround stim-

uli, and taken together, would form a ‘‘map’’ of C/S

modulations superimposed on the other maps of pre-

ferred features [29,129]. Support for this proposition is

found in the recent observation that in cat area 17,

neurons with similar suppressive or facilitatory sur-

round properties tend to aggregate in spatial clusters

[169].

3.3. Role of C/S modulations in the coding of visual inputs

The recent development of functional and structural

models of C/S modulations has provided new elements

to describe the main features of these phenomena

(‘‘what’’ they are) and their potential underlying circuits
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(‘‘how’’ they emerge). A fundamental question remains:
‘‘Why’’ do these phenomena exist? What could their

functional role be?

As detailed below, recent theoretical and experimen-

tal studies provide a first type of answer, by suggesting

that C/S modulations could play a role in the optimi-

zation of the coding of visual inputs [116,137,155].

3.4. Theoretical approaches: ‘‘optimized’’ models

On the theoretical front, a long-standing hypothesis,

rooted in information theory, states that sensory neu-

rons adapt their integrative properties in response to the

statistical properties of the signals to which they are

exposed, and that their role is to remove redundancies in

the sensory input, resulting in a set of neural responses

that are statistically independent [7,8]. This ‘‘efficient
coding’’ hypothesis has been tested by ‘‘deriving’’

models of early sensory processing according to some

statistical optimization criterion and exploring whether

they provide a ‘‘good’’ description of the response

properties of a set of neurons (see [136] for a review).

Different models, based on the linear superposition of

basis functions and adapted to maximize some statistical

criterion such as sparseness and independence, have
been shown to be successful in accounting for the

structure of V1 CRFs (e.g. [12,104]). However, because

they are limited to linear operations, they are found

to never lead to completely independent responses

[126,137]. Interestingly, Simoncelli and Schwartz [126,

137] recently demonstrated that the remaining depen-

dencies can be eliminated using a variant of the RoG

model presented above, i.e. a non-linear form of pro-
cessing in which the linear response of each basis func-

tion is rectified and then normalized (i.e. divided) by a

weighted sum of the responses of neighboring neurons.

When the weights used in the computation of the nor-

malization signal maximize response independence, the

resulting model predicts a variety of suppressive phe-

nomena, including the main properties of surround

suppression (e.g. their sensitivity to relative orientation,
spatial frequency and separation of the center and sur-

round stimuli).

Following a similar approach, Rao and Ballard [116]

have hypothesized that surround effects could reflect the

fact that the visual system uses a particularly efficient

form of coding termed ‘‘predictive coding’’. ‘‘Predictive

coding’’ postulates that neural networks learn the sta-

tistical regularities of the natural world, and then only
signal the deviations from such regularities: all the pre-

dictable, hence redundant, is silenced. To test this idea,

they have developed a model of visual processing in

which each level of the hierarchy (e.g. V2) attempts to

predict the responses at the next lower level (e.g. V1) via

feedback connections. The error between this prediction

and the actual responses is then sent back via feedfor-
ward connections (e.g. from V1 to V2), and used to
correct the estimate of the input signal at this level. This

cycle occurs concurrently throughout the hierarchy at

different spatial scales. They show that, after being ex-

posed to natural images, the model basis functions de-

velop simple-cell-like receptive fields. Interestingly, a

subset of neurons responsible for carrying the residual

errors also show end-stopping and other surround

effects. Rao and Ballard [116] thus suggest that C/S
modulations could be interpreted as the detection of

residual errors, signaling the difference between an input

signal and its statistical prediction based on an efficient

internal model of natural images. In this context, for

example, the fact that a neuron stops responding to a

bar when it is extended beyond the borders of its CRF

(‘‘end-stopping’’) could simply reflect the fact that the

length of the bar becomes consistent with the statistics
of the visual world (in which longer edges are more

common that short ones).

3.5. Experimental approaches

The idea that C/S modulations subserve a form of

efficient coding is supported on the experimental front as

well. Vinje and Gallant [155,156] have investigated how
the stimulation of the surround affects cortical repre-

sentations and information transmission by V1 neurons

during simulated natural vision in awake, behaving

macaques [155,156]. They show that the stimulation of

the surround increases the selectivity of individual V1

neurons, decorrelates their responses (by reducing the

overlap in their tuning functions) and increases the

sparseness of the population response distribution. This
reduction in the effective bandwidth of single neurons

does not reduce the amount of information that is rep-

resented. Indeed, the information transmission rate (bits

per second and bits per spike) of a majority of neurons

effectively increases. The authors thus suggest that dur-

ing natural vision, the classical and non-classical

receptive fields function together to form a sparse and

efficient representation of the visual world. Conversely,
their results imply that under conditions where stimuli

are confined to the CRF, V1 neurons operate below

their true potential and transmit less information with

lower efficiency than they would if both the CRF and

the surround were stimulated.

Recent electrophysiological correlates have been ob-

tained at the intracellular level, which suggest that the

increase in spike coding efficiency during full field vision
of natural images may result from the large-scale

enhancement of inhibitory synaptic interactions bet-

ween center and surround. Studies by the group of

McCormick [121] in the anesthetized preparation show

that the visual responsiveness of cortical neurons, and

consequently the size of their discharge field, adapt over

a few tens of seconds as a function of the imposed level
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of on-going stimulation of the silent surround of their
receptive field. These intrinsic and synaptic adaptation

mechanisms account for the contextual dependency of

the CRF size. When the surround is left unstimulated,

the RF extent (measured with sparse noise input) ex-

pands [47]. In contrast, when the periphery is constantly

stimulated, the RF extent shrinks in a reversible way.

Intracellular data in our lab confirm these observations

and furthermore indicate that the stimulus-locked vari-
ability of the membrane potential subthreshold is highly

dependent on the surround context: the presence of

dense noise in the immediate periphery of the RF (where

each pixel, at any time, is randomly stimulated with

positive or negative contrast), results in an increased

inhibitory drive when compared with that produced by

sparse noise stimulation (where only one pixel, at a time,

is set either ON or OFF). This inhibitory drive con-
strains the trajectory of the membrane potential and

increases the temporal precision in the evoked spike

emission (Baudot and Fr�egnac, unpublished). Thus, the

contextual scene provided by dense noise or natural

images may optimize visual input coding within the RF

by exerting an inhibitory control of the spiking process.
4. Perceptual correlates

Saying that C/S modulations participate in an effi-

cient form of representation is of course a very partial

answer to our interrogations: what is effectively being

represented is unknown. In particular, it is not clear

whether surround influences modulate the representa-

tion of some structures of the image that are inside the
CRF, or allow for the representation of features cover-

ing both the CRF and the surround.

Both scenarios are attractive for the kind of problems

that early visual processing is confronted with. In the

first case, surround influence could help disambiguate

local signals and direct their interpretation. In the sec-

ond case, C/S modulations could be a way to encode the

‘‘global’’ visual structures that extend beyond the CRF,
or the geometrical relationships that exist between the

object within the CRF and the structures of the sur-

round. There is in fact experimental evidence for both

types of processes.

4.1. C/S modulations and psychophysical lateral interac-

tions

What we ‘‘see’’ does not seem to strictly reflect the

physical characteristics of the different elements com-

posing the visual scene, but to correspond to the result

of complex mechanisms by which their neural repre-

sentations are ‘‘organized’’, bound together and inter-

preted. We do not perceive a collection of isolated visual

features but structured ensembles, which are related to
one another and where the perception of the charac-
teristics of a given element (its contrast, orientation, size

etc.) depends on the context in which it is presented

[161].

First described by the psychologists of the Gestalt

School at the beginning of the 20th century, the laws of

this ‘‘perceptual organization’’ and the contextual sen-

sitivity of object perception have long been difficult to

reconcile with our understanding of visual processing in
the brain. Things are now changing, thanks to the

quantitative re-exploration of these phenomena with the

tools of modern psychophysics.

Psychophysical results demonstrate that the mecha-

nisms involved in perceptual organization are not the

province of ‘‘superior’’ visual areas, but should be

present as early as in V1. Moreover, they reveal striking

similarities between how the presentation of an object
can influence the perception of another (as observed in

psychophysics), and C/S modulations (as observed in

electrophysiology). Three particular types of psycho-

physical phenomena have been directly compared with

the physiological findings described above:

• In experiments where subjects are required to judge

the apparent contrast of a central grating embedded

in an iso-oriented surround grating (Fig. 5A), the
central stimulus is judged to be of a lower contrast

than in the absence of the surround [19,20,28,32,

105,142,167,172]. Similar to the suppressive modula-

tions observed in V1 with identical sets of stimuli,

(a) maximal effects occur when the center and the sur-

round are of similar orientations and spatial frequen-

cies [19,28]; (b) surround suppression is insensitive to

the relative spatial phase of the C/S stimuli [168], (c)
surround suppression increases when the contrast of

the surround increases [32,168], (d) surround suppres-

sion increases with the size of the surround stimulus

over a large region of visual space (at least up to a

outer diameter of about 10–12 deg [168]); (e) it is ob-

served for various positions of the surround stimulus,

and not only at ‘‘end-zones’’ or ‘‘side bands’’ [19,168].

These effects have been thought to explain why an
edge oriented orthogonally to a group of other neigh-

boring elements sharing the same orientation is

immediately detected (it ‘‘pops out’’), in contrast to

the case where the target element shares the same ori-

entation as the group of edges in which it is embed-

ded. More generally, the enhancement of local

differences and the suppression of homogeneous tex-

tures are believed to be key mechanisms for the seg-
mentation of visual contours.

• In experiments where contrast detection thresholds are

measured in the presence or absence of surround pat-

terns (Fig. 5B), target detection is facilitated by the

presence of collinear flanks at the same orientation

[74,111,112,141,164]. As found for V1 facilitatory



Fig. 5. Three types of psychophysical phenomena that are thought to

be related to center/surround modulations in V1. (A) In 2-alternative

forced choice experiments where subjects are required to compare the

contrast of a central grating when it is presented alone vs. when it is

embedded in a surround grating, the apparent contrast of the central

grating is found to be reduced by the surround [19,32]. (B) In experi-

ments where subjects are required to judge the presence or absence of a

central target presented at sub-threshold or threshold contrast, detec-

tion is found to be facilitated by the presence of collinear flankers

(contrast thresholds are lower), compared to when the target is pre-

sented in isolation [111]. (C) The saliency of a contour (indicated by

the white dashed lines) made of a number of oriented elements im-

mersed in a random texture depends on the relative orientation, sep-

aration and co-alignment of the contour elements [36].
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modulations at ‘‘end-zones’’, these effects decrease

when the relative orientation and distance between

the stimuli increase, or when the degree of collinearity

decreases [74,111,164,171]. In psychophysics, the ef-

fect is found to be maximal for a spatial separation

of 2–3k, where k, is the wavelength of the stimulus,
and to decrease to baseline up to 10k. For the lowest

spatial frequency that has been tested (3.33 c.p.d.),
this maximal distance corresponds to a separation
of about 3� of visual angle. This effect is thought to

play an important role in line completion, and in

the extraction of degraded or incomplete contours.

• The rules governing the saliency of a contour im-

mersed in a random texture [11,14,36,56–58,83,

108,109], are also reminiscent of the conditions re-

quired for C/S facilitation. Indeed, it was found that

the degree to which two visual elements are perceived
as belonging to the same contour increases with their

degree of collinearity and decreases with their dis-

tance and relative orientation difference. Field et al.

[36] coined the term ‘‘association field’’ to describe

the spatial architecture of these grouping interac-

tions. The ‘‘association field’’ is viewed as an exten-

sion of the Gestalt description of the laws of

‘‘proximity’’ and ‘‘good continuation’’ [161].

In psychophysics, differences have been observed in

the parametric dependency of these three phenomena. It

is unlikely, for example, that collinear facilitation at

threshold and supra-threshold contour extraction de-

pend on identical mechanisms [164]. However, in gen-

eral, when the parametric dependency observed in each

of the psychophysical paradigm is compared to that

obtained in physiology under similar stimulation, strong
similarities are found.

More recently, other studies have shown that orien-

tation discrimination was also affected by the presence of

contextual stimuli [90,94]: presenting surround patterns

of similar orientation and spatial frequency markedly

impairs observer’s performance. Here again, the condi-

tions required for this interference to appear show

striking resemblance with those leading to surround
suppression in V1 [90].

These analogies have led to the notion of a possible

mapping, or ‘‘isomorphism’’, between these two classes

of phenomena (see e.g. [162]). As discussed below, they

have also often been implicitly interpreted as a sign of

causality, where C/S modulations in V1 would directly

‘‘explain’’ the contextual sensitivity of object perception.

4.2. Bridging physiology and psychophysics

A number of models have attempted to ‘‘bridge’’

physiology and psychophysics. In general, they (explic-

itly or implicitly) make the following assumptions:

1. The mean firing rate of a V1 cell responding to a

given stimulus is correlated with the ‘‘neural represen-

tation’’ of the visibility and/or saliency and/or appar-
ent contrast of that stimulus (see e.g. the ‘‘saliency

map hypothesis’’ of [92], and [2,144]).

2. The change in the perception of an object X induced

by the simultaneous presentation of another object Y
is due to the modulation of the firing rates of the V1
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neurons sensitive to X , when their surround is stimu-
lated by Y .

In this way, suppression of a cell’s activity has been

viewed as a correlate of suppression in perceived con-

trast [91,144]. Similarly, collinear facilitation of the

neural response has been put forward as an explanation

for the increased detectability of a threshold contrast

stimulus, when it is flanked by collinear masks [2,92].

Indirectly, thus, these models raise two fundamental
questions. The first one is a problem of coding: when V1

responses increase or decrease due to surround influ-

ences, what aspect of the visual representation is mod-

ulated? The second issue is the implication of V1 activity

in perceptual judgment.

4.2.1. Surround modulation and the format of visual

representations

These models treat the firing rate as reflecting

simultaneously the apparent contrast of the encoded

object (e.g. [91,144]), its visibility (e.g. [2]), its saliency

[92], and its relationship with other objects (‘‘binding’’).

This is problematic, since there is a basic ambiguity in

relating a single variable (the mean evoked firing rate)

with different dimensions of the stimulus. Is it possible

that the visual system does not distinguish between
contrast, saliency, visibility and ‘‘binding’’? Hess et al.

[59] have addressed this question by testing one of its

implications: that the detectability of a visual contour

should be correlated with an increase in the perceived

contrast of the contour elements. Using a stimulus

similar to that of [36], they found no systematic bias in

the estimated contrast of the contour elements com-

pared to the background elements. This suggests that
contrast and binding are encoded separately, and cannot

both rely on the mean firing of single cells.

One possible solution to this problem is that the

temporal properties of V1 responses also carry infor-

mation: while firing rate modulations could explain the

modulations in perceived contrast, the modulations of

the dynamics of the response could reflect the modula-

tions in perceptual saliency. Models based on the latter
hypothesis usually propose that saliency and binding are

encoded in the synchronization of V1 activities (see e.g.

[170]). This assumption is supported by the abundant

evidence on oscillatory patterns in the c-frequency range

and response synchronization, whose probability and

strength have been argued to reflect the Gestalt rules of

continuity, proximity and similarity [84,139], a view that

is lively debated [40,131].
Alternately, it is possible that different aspects of the

stimulus are encoded at different times in V1 responses:

The initial burst of V1 responses would mainly reflect

feedforward inputs, hence providing information

regarding contrast, while the variations in the later

sustained components of the response would provide
information regarding spatial context [59]. This latter
model is supported by the finding that the latency of V1

cells’ responses to a stimulus presented in the CRF can

be reliably used to predict the stimulus contrast, con-

trary to later components of the response [41,42]. It is

also fully consistent with the fact that C/S modulations

are often expressed with a delay of a few ms to a few tens

of ms after response onset [81,85] and may be con-

strained by the slow propagation of surround informa-
tion through horizontal connections [16].

4.2.2. The role of V1 in conscious perception

These models assume that V1 activity does not only

reflect the content of the visual representation, but also

plays a functional role in what will be the perceptual

decision (or the subject’s performances). This suggestion

is consistent with a number of recent experimental
findings in electrophysiology and fMRI (see [106,149]

for a review). Recently, new evidence has also been

obtained using optical imaging techniques in the labo-

ratories of A. Grinvald and A. Roe (private communi-

cation). These latter studies show that the optical signal

recorded in primary visual and somatosensory cortical

areas in the anesthetized subject seems more correlated

with the perceived illusion reported psychophysically by
the awake subject than with the feedforward mapping of

the stimulation imposed at the sensory periphery.

Obviously, however, more criteria than the observed

correlations should be fulfilled if we want to establish a

causal link between V1 activity and the perceptual event

[107]. In particular, it will be invaluable to perform new

studies in which V1 responses and behavioral perfor-

mances are measured simultaneously in the same ani-
mal. This will first eliminate confounding species and

inter-subject differences, as well as worrisome differences

in stimulus and anesthetic conditions. Further, simul-

taneous acquisition of neural and psychophysical data

can be used to assess whether the fluctuations of V1

neural responses are predictive of the psychophysical

decisions on a trial-to-trial basis [107,147].
5. Dynamics: a role in motion processing?

The psychophysical and physiological studies cited

above have all used displays where center and surround

stimuli were presented simultaneously. As discussed in

the previous section, the observed modulations have

commonly been thought to play a role in the analysis of

form in static images (contour integration, segmenta-

tion, ‘‘pop out’’, etc.). However, in theory, simultaneous

presentation of center and surround stimuli is not a

critical requirement for C/S modulations to occur. If the

dynamics of these effects are not too fast, it is conceiv-

able that the presentation of a visual object, processed

by a neural population X1 induces a modulation of the
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responses of a population X2 sensitive to another object,
presented at a later point in time, in a neighboring po-

sition of the visual field. In that case, these phenomena

could also influence the perception of moving stimuli.

To investigate this possibility, it is useful to first dis-

tinguish between two aspects of the dynamics of C/S

modulations that should be critical.

• First, how long (propagation delay) does a contextual

signal need to travel from one cortical site, say X1, to
another locus, say X2? Imaging studies in cat [69] and

monkey V1 [51] and intracellular recordings in cat

area 17 of visually evoked subthreshold synaptic

activity [16] have shown that the horizontal propaga-

tion of intracortically relayed visual activity is slow

(0.05–0.5 m/s). Bringuier and colleagues reported in

our laboratory that a focal impulse-like visual stimu-

lation outside the RF elicits a depolarization of the
neuron’s membrane potential whose onset occurs

after a temporal delay that depends linearly on the

distance between the focal stimulation and the RF

locations, and this delay intrinsic to intracortical

propagation can be as long as 50 to 80 ms depending

on the size of the subthreshold receptive field.

Mapped in visual field coordinates, and taking into

account the magnification factor of the feedforward
projection from the retina to cortex, this propagation

speed corresponds to fast retinal motion, in the order

of 250�/s in cat and 60�/s in monkey or man.

• Second, how long does the propagated signal remain

‘‘visible’’ at the postsynaptic site X2 (persistence)? Or,

to word it differently, what is the time-course of the

laterally evoked modulation of the membrane voltage

of the postsynaptic population, when the presynaptic
population has been transiently stimulated? There is

limited data concerning integration time constants

in vivo during visual activation, but the duration of

membrane response to a flashed stimulus in the

periphery of the RF can be expected to last in cortical

cells a few tens of ms ([61] in vitro, [10] in vivo), spe-

cially in the case of sparse (low density) stimulation

protocols.

5.1. Modulation of response latency and influence on the

perception of apparent speed

Using a simplified model of V1 connectivity and

realistic assumptions concerning the propagation and

persistence of horizontal signals, we have recently

investigated the influence of C/S dynamics on the pro-
cessing of sequences of oriented stimuli [130]. As illus-

trated in Fig. 6A, our model suggests that the excitatory

subthreshold activity evoked by a 1st stimulus and

spreading through horizontal axons could influence the

processing of a 2nd stimulus presented from a few ms to

a few tens of ms later at neighboring positions in visual
field. More precisely, if the horizontal signal evoked by
the response to the 1st stimulus arrives just before––or

in phase with––the feedforward activation evoked by

the 2nd stimulus, the summation of the two signals

should result in a modulation of the latency of the

evoked subthreshold and spiking responses to the 2nd

stimulus.

In our model, this effect requires that horizontal and

feedforward signals are appropriately ‘‘synchronized’’.
Therefore, it only appears for particular configurations

of the visual sequence, that satisfy a specific set of spatial

(distance Dx, between the two stimuli, orientation and

alignment) and temporal constraints (temporal interval

Dt). The spatial constraints are dictated by the spatial

architecture of horizontal connections (extent, aniso-

tropy). The temporal constraints are primarily con-

trolled by the speed of propagation along horizontal
connections and by the persistence of horizontal signals.

Because long-range horizontal projections tend to

connect iso-oriented iso-aligned RFs, our model pre-

dicts that these latency modulations should be maximal

for sequences made of collinear elements (e.g., for a

vertical edge or Gabor patch flashed in different loca-

tions along a vertical axis), and decrease when the angle

between the motion axis and the orientation of the se-
quence’s elements increases. It also predicts that the

range of sequence speeds (Dx=Dt), for which response

latency modulations are expected is bounded by the

speed of horizontal propagation, and corresponds to

fast motion on the retina.

These predictions were tested in our laboratory using

intracellular recordings in the area 17 of anesthetized

cats [10]. Baudot and colleagues flashed oriented Gabor
patches across the width or length axis of the receptive

field of the recorded cell in sequence, from the center to

the far surround of the RF (centrifugal sequence) or

from the surround to the center of the RF (centripetal

sequence). The test stimulus flashed in the MDF center

was always the same and optimally oriented. The con-

textual stimuli flashed in the MDF periphery had either

the same orientation as that of the test stimulus (iso-
orientation condition) or were perpendicular to it (cross-

orientation condition). The apparent motion speed of

the sequence was adjusted in retinal space (150–250�/s)
to match that of spike propagation along horizontal

axons in cortical space (0.15–0.25 mm/ms). The results

show that fast collinear centripetal (from surround to

center) sequences of iso-oriented Gabors along the

length axis (preferred orientation) often resulted in a
significant shortening of the subthreshold and spiking

latencies by 5–15 ms, a range of values that is consistent

with the model’s predictions. In contrast, minor modu-

lation effects, if any, were observed for centrifugal

sequences. Furthermore, no modulation effect was ob-

served for cross-oriented stimuli flashed along the length

axis or for iso-oriented stimuli flashed across the width



Fig. 6. Cartoon of the V1-MT model that we studied [130]. (A) The V1 stage represents an array of cortical units that have the same preferred

orientation and non-overlapping RFs. Units that have collinear RFs interact through long-range horizontal (LH) connections. The response of each

unit evokes a wave of sub-threshold horizontal activity that slowly propagates in cortex. For particular spatio-temporal configurations of the visual

inputs (sequence speeds), horizontal and feedforward inputs temporally overlap, which results in a modulation of response latency. (B) The MT stage

consists in a large population of Reichardt-type detectors. At this stage, the apparent speed of the sequence is given by the read-out of the correlator

that is maximally active. The reduction in response latency resulting from the summation of feedforward and long-range horizontal signals in V1

biases the spatio-temporal correlation performed by the MT detectors towards higher speeds [130].
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axis, whether the stimulation sequence direction was

centripetal or centrifugal.

For human observers submitted to similar spatio-

temporal patterns, it was noticeable that the sequences
for which latency modulations were predicted elicited

a perception of motion (apparent motion). Relative

differences in neural latencies are often believed to

influence the processing of visual motion, potentially
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explaining a variety of motion illusions [60,163]. Moti-
vated by these findings, we further examined whether

the latency modulations that we predicted could have

functional consequences, detectable at the perceptual

level.

As illustrated in Fig. 6B, our model was extended, so

that a retinotopic array of V1 cells converged onto a

second ‘‘MT-like’’ processing stage, composed of a large

population of direction- and motion-selective Reichard-
type detectors. This stage serves to evaluate sequences’

speed on the basis of the spatio-temporal correlation

between V1 responses. The apparent speed of the se-

quence is given by the read-out of the correlator that is

maximally active. This model predicts that the latency

modulations in V1 cells produced by the interaction of

the horizontal and feedforward waves of visual activity

should result in a perceptual bias in the estimation of the
speed of the sequences. More particularly, it predicts

an overestimation of the speed of fast collinear se-

quences, compared to sequences of non-aligned ele-

ments [130].

Experimentally, we have shown that this prediction

was valid. Psychophysical studies in humans indicate

that fast [40–96�/s] apparent motion sequences appear

faster when the visual elements they contain are aligned
with the motion path than when they are flashed at an

angle with it [46]. Consistent with the model’s predic-

tions, the effect disappears at low speeds (4�/s) and de-

creases monotonously with the angle between the

motion axis and the orientation of the Gabor patch.

Although extremely simple in its principle, our theoret-

ical model was shown to be sufficient to quantitatively fit

the psychophysical data, using a range of parameters
constrained by physiology. In particular, the range of

speed for which the psychophysical effects occur in hu-

mans, and the optimal value at which it is strongest (64�/
s) can easily be accounted for if long-range horizontal

connections are anisotropic, cover a few mm and are

characterized by a slow conduction speed (0.1–0.6 m/s

[16]). Thus, the physiological findings reported at the

single cell level in the cat, extrapolated in monkey, seem
to provide a plausible mechanism for the perceptual bias

in apparent motion measured psychophysically in hu-

mans.

5.2. The substrate of the ‘‘Motion streaks’’?

In principle, the summation of feedforward and

horizontal signals should not only affect response la-
tency, but also the supra-threshold amplitude and

dynamics of the response. This could have interesting

physiological and perceptual implications. In particular,

if the summation of feedforward and horizontal signals

results in a facilitation of the response, V1 cells should

develop a preferred motion axis aligned with their pre-

ferred orientation. As for latency modulations, this effect
should be absent at very low speeds and increase with
speed (up to a critical speed).

Interestingly, such a phenomenon has been reported

in physiology [44,68,165]. Jancke [68] has explored how

a moving spot was represented in the responses of a

population of V1 cells. Responses were analyzed in

terms of information related to the position of the

stimulus and orientation (that would not have a direct

physical counterpart in the stimulus). Using classical
decoding techniques, Jancke found that, while the early

part of the population response sharply reflects the

stimulus position, the later part was dominated by the

activity of cells whose preferred orientation is aligned

with the motion trajectory. The forming of this orien-

tation signal was dependent on motion speed, and its

sharpness increased when speed increased.

Similarly, Geisler et al. [44] measured the responses of
cat and monkey V1 neurons to a spot moving perpen-

dicular to, or parallel to the preferred orientation of

each neuron’s receptive field. Contrary to the classical

view, many cells were found to show some degree of

direction selectivity for motion parallel to the preferred

orientation axis. Further, when stimulus speed was in-

creased, the ratio of the responses to parallel motion

versus perpendicular increased, and above some critical
speed, the response to parallel motion exceeded the re-

sponse to perpendicular motion.

Geisler et al. proposed that direction selectivity along

the preferred orientation axis, like the classical perpen-

dicular direction selectivity, could be the result of certain

combinations of non direction-selective inputs that are

appropriately positioned (or phase-) shifted in space and

time [9,117]. More precisely, they suggest that direction
selectivity parallel to the preferred orientation could be

accounted for by a Reichardt-type detector in which the

orientation of the components is simply rotated by 90�
(Fig. 7). Further experimental and theoretical work will

be needed to clarity the relation between these findings

and the dynamics of C/S modulations. However, we

note that our model provides a natural substrate for the

motion detector depicted in Fig. 7B. Cortical cells situ-
ated in distinct hypercolumns form the subunits of the

detector. The horizontal connections that run between

them can be described as ‘‘delayed lines’’, with a tem-

poral delay Ds given by the ratio of the distance between

the subunits over the speed of horizontal propagation.

Sensitivity to the direction of movement arise if the

horizontal connections between the two subunits are not

perfectly reciprocal.
At the functional level, selectivity to a motion axis

collinear to the orientation axis could play an important

role in the perception of fast motion, when classical

direction mechanisms become unreliable. It has been

suggested to provide a robust orientation signal corre-

sponding to the trajectory of the motion, or––more

precisely––to the ‘‘motion streak’’ left in the wake of the
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Fig. 7. (A) Traditional model of direction selectivity in V1. Spatial

offset (or spatial phase differences) are combined with temporal offsets

Dt (or temporal phase differences) to produce direction selectivity for

motion perpendicular to the spatial orientation of the receptive field.

(B) Direction selectivity of motion collinear to the spatial orientation

the CRF can be modeled in a similar fashion by rotating the preferred

spatial orientation of the two non direction-selective inputs. Repro-

duced from [44].
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moving object [43]. That such a spatial orientation sig-

nal is used by the visual system for the detection and

discrimination of fast motion is supported by a number
of recent psychophysical studies [18,43,118].

5.3. Possible role of a spatio-temporal ‘‘association field’’

In the spatial domain, C/S modulations have com-

monly been thought to participate in feature binding,

contour integration and line completion. In the Bayesian

approach of visual processing [82,113], lateral interac-
tions are thought to provide contextual priors that

influence the inference process (see e.g. [33,87]). The idea

is that the response to each visual object would lead to

the spatial propagation of a set of constraints, that bias

the estimation of neighboring patterns, based on the

statistics of the visual world [45,133].

In analogy with these propositions, it is tempting to

speculate that C/S modulations in the spatio-temporal
domain could help solving the problem of motion cor-

respondence, that they could play a role in the temporal

grouping of motion signals, and/or in the facilitation or

extrapolation of continuous trajectories. In the Bayesian

terminology, lateral interactions could provide prior

information related not only to the spatial context but

also to the past history of the network, biasing the

estimation of the object’s motion towards particular
(coherent) trajectories.

Interestingly, the fact that an ‘‘association field’’ ex-

ists in the spatio-temporal domain is well supported

experimentally. Similar to the spatial ‘‘association field’’
that facilitates the processing of continuous contours,
the spatio-temporal ‘‘association field’’ favors the pro-

cessing of smooth trajectories [115,160]. It is known, for

example, that in a situation of uncertainty concerning

the direction of a moving stimulus, the visual system

favors the processing of trajectories that continue along

the same direction as in the past motion (‘‘visual iner-

tia’’) [114]. This suggests that the interpretation of local

motion is strongly biased by the past sequence of local
motions. More recently, Watamaniuk et al. [160] have

shown that human observers can easily detect a signal

dot moving in apparent motion on a trajectory embed-

ded in a background of random-direction motion noise.

High performance levels are possible even though the

spatial and temporal characteristics of the signal are

identical to that of the noise, making the signal indis-

tinguishable from the noise on the basis of a single pair
of frames.

There is also some indication that this spatio-tem-

poral ‘‘association field’’ is sensitive to the orientation of

the moving elements. Moving dots arranged in a col-

linear configuration relative to their trajectory are more

easily detected than dots arranged in a perpendicular

configuration [153]. Similarly, speed discrimination is

facilitated when signals are extended along the direction
of motion, compared to when they are extended along

an axis perpendicular to the direction of motion [157].

The properties of the dynamical association field cannot

easily be explained using a classical model of motion

selectivity because they seem to involve spatial and

temporal integration across longer distances and tem-

poral windows than would be expected if the integration

mechanism were a low level motion detector [154].
The neural substrate of these phenomena is un-

known. However, it is often proposed that they should

reflect interactions between motion-sensitive units. The

idea is that there exists a ‘‘trajectory network’’ in which

each motion detector, when stimulated, sends facilita-

tory signals in the direction of the motion to detectors

with which it is connected. If the detector receiving this

facilitatory signal is also stimulated within a short time,
its signal is enhanced and it sends another facilitatory

signal forward, and so on [160]––a mechanism that

shows striking resemblance with the one we describe.
6. Conclusion

Historically, the single-cell search for feature-trigger
specificity has fostered a view of visual neurons as static

and localized windows of the visual world, function-

ing independently of one another. The observation of

C/S modulations shows that this assumption is inaccu-

rate. V1 CRFs, their size and functional selectivities,

are found to be dynamically altered by the spatial

and temporal context of the visual stimulation. When
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multiple objects or natural scenes are shown, they
interact non-linearly over extended cortical regions and

periods of time.

Through recent progresses in anatomical techniques,

intracellular measurements, coupled extracellular and

optical imaging techniques as well as computer simula-

tions, the neural bases of C/S modulations are begining

to be deciphered, revealing a subtle interplay between a

variety of circuits that are simultaneously activated, and
among which horizontal and feedback inputs play a

major role.

Understanding the dynamic interplay and functional

significance of these phenomena has become an area of

intense investigation, which has brought a critical re-

evaluation of prior concepts on early visual cortical

processing. It is now well recognized that computation

intrinsic to V1 could play a critical role in ‘‘mid-level’’
perception processes, such as pop-out, contour integra-

tion and segmentation. Theoretically, it has been sug-

gested that visual processing was akin to a Bayesian

inference process. In this context, a recent proposition

that needs to be further explored is that surround

interactions within V1 itself provide contextual priors

that help disambiguate local information based on the

statistics of natural scenes. This could apply to the do-
main of moving stimuli as well, and provide a mecha-

nism by which the system is dynamically influencing the

interpretation of future events based on past activity.

We still lack a general theory of visual coding that

would account for the complexity of these effects, their

dynamics, and the interactions they reveal across large

populations of cells, and cortical areas. However,

through the correlations that exist between the proper-
ties of C/S modulations at the physiological and psy-

chophysical level, these phenomena have shown to

provide an invaluable way to refine our understanding

of the nature of visual representation, as well as the

relationship between neural response and conscious

perception.
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